
Metric Text+Speaker Text+Face Text+Speaker+Face

Accuracy 60.21% 61.48% 64.40%

Weighted
Avg F1
Score

60.33% 61.62% 64.53%

A multi-stage hierarchical approach to multi-modal emotion recognition in
conversational contexts.
leveraged features from speaker recognition, speech recognition, face
recognition, and a sentence transformer.
Integrated diverse unimodal datasets across text, audio, and facial expressions.
Fusion methods with Mamba based state space models.
Achieve a promising 64.40% weighted accuracy on MELD with speaker, face, text.
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Overview Motivation
Multi-modal approach: Unified emotion labels across all modalities
Unimodal datasets: Comprehensive emotion foundation per modality
Speaker & Speech features: 352 speakers, complementary acoustic cues
Fusion Strategy: Inspired by I-vectors in ASR
Mamba Block: Linear time complexity for efficient processing

Unimodal Datasets
Audio: Crema-D, RAVDESS, SAVEE,
TESS

Text: Balanced sampling from 5 sources with each emotion 6.2k utterances. 

Face: JAFFE，CK+, RAF-DB，FER2013 Audio: Extract audio from multiple channels
among videos.

Text: Re-transcribe audio with Whisper, filter out misaligned
utterance through 2 metrics.

Face Processing:
Relabel videos for 352 distinct speakers.
Sample utterances per speaker.
Extract faces using YOLO-v8 @1 fps.
Manual inspection to filter out incorrect detections
Generate speaker embeddings with FaceNet.
Extract faces for all videos using segment
timestamps.
Identify speaking individual by comparing
extracted faces to speaker  embeddings.

Mulimodal Dataset: MELD

Results

Stage 2 Performance of
Face, Speaker and Text
model on unimodal
datasets

Stage 2 Inferance of
Face, Speaker and Text
model on MELD_test 

Final Stage Fusion with SSM:
Trained on MELD(train)
Tested on MELD(test), ACC:64%

Future Work

Architectual Diagram

Stage 1

Stage 2

Stage 3

Replace MLP in stage 2 with Kolmogorov-Arnold Networks:
Utilize b-spline activation function for enhanced non-linearity
Aim to capture more complex emotional patterns

Incorporate speech recognition model features:
Add sequential information to complement speaker recognition
Explore Mamba architecture in stage 2

Integrate IEMOCAP dataset:
Investigate domain adaptation between MELD and IEMOCAP

Face MLP
Trained on CK+, RAF-DB(train)
Test on CK+, RAF-DB(test) ACC: 81%

Speaker MLP
Trained on CREMA-D, TESS...(train)
Test on CREMA-D, TESS...(test) ACC: 68%

MPNet V2
Trained on ISEAR, Crowdflower...(train)
Test on ISEAR, Crowdflower...(test), ACC: 83%

Trained on CK+, RAF-DB(train)
Test on MELD(test), ACC: 31%

Trained on CREMA-D, TESS...(train)
Test on MELD(test), ACC: 18%

Trained on ISEAR, Crowdflower...(train)
Test on MELD(test), ACC: 55%

Final Stage Bi-modal vs Tri-modal Fusion
Accuracy train on MELD_train, test on MELD_test

Experiments:
Compare performance of speaker,
face and MPNet in stage 2 when
adapting from unimodal datasets
to MELD.
Compare the performance of using
bi-modal vs tri-modal fusion at final
stage.

Importance of Multimodal Cues*

*Figure reproduced from the MELD paper.


